Nonlinear analytical flame models with amplitude-dependent time-lag distributions
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Abstract
In the present work, we formulate a new method to represent a given Flame Describing Function by analytical expressions. The underlying idea is motivated by the observation that different types of perturbations in a burner travel with different speeds and that the arrival of a perturbation at the flame is spread out over time. We develop an analytical model for the Flame Describing Function, which consists of a superposition of several Gaussians, each characterised by three amplitude-dependent quantities: central time-lag, peak value and standard deviation. These quantities are treated as fitting parameters, and they are deduced from the original Flame Describing Function by using error minimisation and nonlinear optimisation techniques. The amplitude-dependence of the fitting parameters is also represented analytically (by linear or quadratic functions). We test our method by using it to make stability predictions for a burner with well-documented stability behaviour (Noiray’s matrix burner). This is done in the time-domain with a tailored Green’s function approach.
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1. Introduction
Power generation systems based on combustion of fuels to extract energy operate with lean premixed flames in order to reduce the pollution of the environment by exhaust gases. However, such systems are susceptible to thermoacoustic instabilities, which are characterised by high-amplitude acoustic oscillations caused by the feedback between oscillations in pressure and heat release rate. These oscillations lead to excessive vibration of structural components and, in extreme cases, major hardware damage.¹

The relationship between the heat release rate and the acoustic field is a crucial element in modelling thermoacoustic instabilities. This relationship may be given in the time-domain or frequency-domain. For example, the commonly used nr-law² reads

\[ \frac{Q'(t)}{\bar{Q}} = n \frac{\mu'(t - \tau)}{\bar{\mu}}. \tag{1} \]

in the time-domain, and

\[ \frac{\hat{Q}(\omega)}{\bar{Q}} = n e^{-j\omega\tau} \frac{\hat{\mu}(\omega)}{\bar{\mu}}. \tag{2} \]

in the frequency-domain, where \( n \) is the coupling coefficient and \( \tau \) is the time-lag. We use the following notation: \( e^{-j\omega t} \) for the time dependence, \( Q'(t) \) for the fluctuation of the heat release rate in the time-domain, \( \hat{Q}(\omega) \) for its frequency-domain equivalent (Fourier transform), and \( \bar{Q} \) for the mean rate of heat release; the same notation is used for the acoustic velocity, \( \mu \) (at a chosen reference position upstream of the
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In general, the time-domain expression is given in terms of a functional $F$,

$$\frac{Q(t)}{\dot{Q}} = F\left[\frac{\dot{u}(t)}{\ddot{u}}\right].$$

(3)

and the frequency-domain expression by the flame transfer function (FTF) denoted by $T(\omega)$,

$$T(\omega) = \frac{\dot{Q}(\omega)/\dot{Q}}{u(\omega)/\ddot{u}}.$$

(4)

The FTF may depend on the amplitude of the velocity, in which case it is referred to as ‘flame describing function’ (FDF).

The FTF or FDF of a given burner can be measured, and the result is a sequence of complex numbers at discrete frequencies. For analytical modelling purposes, it is necessary to convert such data into a continuous function of frequency. This is typically done by some ad hoc curve-fitting procedure. Several examples can be found in the literature: Schuermans and Schuermans et al. measured the FTF of a turbulent partially premixed burner and approximated it by a superposition of two Gaussian curves. Komarek and Polifke measured the FTF of a perfectly premixed swirl burner (the ‘BRS burner’) and approximated it with three Gaussians. Each Gaussian was centred around a specific delay time, which corresponded to the travel of a specific perturbation quantity, such as swirl number. A similar approach was used by Bade et al. they approximated the FTF measured for an annular combustor by a superposition of a low-pass filtered discrete time-lag term and two distributed time-lag terms. Subramanian et al. approximated the FTF of the BRS burner by using a superposition of rational functions with fitting parameters. Noiray and Noiray et al. considered also the amplitude-dependence; they measured the FDF of a matrix burner and approximated it with a straightforward interpolation. Čosić et al. measured the FDF of a partially premixed swirl burner and approximated it in a similar way.

The FTF or FDF of a given burner can also be determined by numerical simulations. Some flame models are based on the idea that the time it takes a fuel particle to travel from the nozzle to the point of combustion differs slightly from particle to particle, and this can be described in terms of a histogram or distribution. Polifke et al. simulated a burner with an elliptical premix nozzle by steady-state CFD and used Lagrangian particle tracking to determine a histogram of arrival times. This turned out to be similar to a Gaussian curve and was approximated accordingly. Flohr et al. performed a similar simulation for a dump combustor; they found a distribution of time-lags, which was reminiscent of a superposition of two Gaussian distributions, centred around two peak values. Similar simulations were performed by Schuermans and Schuermans et al. for their premixed swirl burner; again, two Gaussian distributions were obtained. These were found to be associated with the travel times of two different physical phenomena: fluctuations in turbulence intensity and fluctuations in fuel concentration.

The current paper builds on the work by Heckl, who developed a simple time-lag law for Noiray’s matrix flame. This law included a time-delayed velocity term, $u(t-\tau)$, and an instantaneous velocity term, $\dot{u}(t)$, each with its own coupling coefficient, but zero
standard deviation. The amplitude-dependence was in the time-lag and in the coupling coefficients, and it was represented by simple functions. This model captured some relevant features of the FTF (excess gain, near-

constant phase), but not the low-pass behaviour. Nevertheless, the model gave good stability predictions (using a tailored Green’s function approach), which were in line with Noiray’s stability map. Bigongiari and Heckl also used the same heat release rate law for a Rijke tube and obtained its stability behaviour using tailored Green’s function.

The aim of our paper is to introduce a generic FDF in analytical form, representing both the frequency-dependence and the amplitude-dependence analytically. The underlying idea is that the unit impulse response (UIR), which is effectively a time-lag histogram, is a superposition of distributions, each characterised by a mean time-lag, standard deviation and peak value. This idea is motivated by the following observations:

(i) Different types of perturbations (e.g. perturbation of swirl number, perturbation of fuel concentration, vortices, perturbation of turbulence intensity) travel with different speeds.
(ii) The arrival of a perturbation at the flame is spread out over time.

We assume the individual distributions to be Gaussian, with central time-lags \( \tau_1, \tau_2, \ldots \) and standard deviations \( \sigma_1, \sigma_2, \ldots \); they are also described by generalised coupling coefficients \( n_1, n_2, \ldots \). These quantities will be treated as fitting parameters, which are amplitude-dependent and chosen to fit a given FDF; their amplitude-dependence will be described by simple functions (linear or quadratic).

Our representation of the FDF is very general and can be adapted to model any of the flames mentioned in the literature survey above. We expect that it can be applied to many more flames, given that the rationale behind it is motivated by the transport phenomena typically observed in combustion systems. Since its basic idea is rooted in the time-domain, our method also provides the time-domain representation of the heat release law in analytical form. This is very useful for performing time-domain simulations with a minimum of numerical effort.

The mathematical formulation of our method is explained in section 2, followed by a case study in section 3. We use Noiray’s matrix burner as the case study example. The matrix burner and its measured FDF are described in section 3.1. The UIR of the matrix flame is given in section 3.2, and is converted into an analytical FDF in section 3.3. The tailored Green’s function for the matrix burner can be calculated analytically, and the results are given in section 3.4. It forms the basis of the stability analysis, which is given in section 3.5. Stability predictions are made and discussed in section 3.6. The paper concludes with a summary and suggestions for further work in section 4.

2. Gaussian time-lag distributions

We consider the burner set-up shown in Figure 1. A flame of finite extent is located downstream of a nozzle; the exit plane of the nozzle is taken as reference position. Flow perturbations leaving the exit plane reach the flame front at different time instances and therefore there is a distribution of time-lags causing delayed heat release rate fluctuations. This suggests the following generalised law for the heat release rate in the time domain

\[
\frac{Q(t)}{Q_0} = \int_0^\infty h(t) \frac{u(t-\tau)}{u} d\tau.
\]

\(h\) is a generalised coupling coefficient and depends on the time-lag \(\tau\). Moreover, it is identical with the UIR of the flame, as has been shown in Gopinathan et al.

The dynamic behaviour of many flames is characterised by two or more prominent time-lags, and by a distribution of the heat release rate around these time-lags. Let us assume a generic heat release rate law with \(k\) prominent time-lags \(\tau_1, \tau_2, \ldots, \tau_k\), and with a Gaussian distribution \(D\) centred around each of them,

\[
\frac{Q(t)}{Q_0} = n_1 \int_0^\infty \frac{u(t-\tau)}{u} D(\tau-\tau_1) d\tau + 
\]

\[
+ n_2 \int_0^\infty \frac{u(t-\tau)}{u} D(\tau-\tau_2) d\tau + \cdots
\]

\[
+ n_k \int_0^\infty \frac{u(t-\tau)}{u} D(\tau-\tau_k) d\tau
\]
where $D$ is given by

$$D(\tau - \tau_j) = \frac{1}{\sigma_j \sqrt{2\pi}} e^{-(\tau - \tau_j)^2 / 2\sigma_j^2}, \quad j = 1, 2, \ldots, k \quad (7)$$

Equation (6) contains $3k$ parameters, $\tau_1$, $\tau_2$, $\ldots$, $\tau_k$, $n_1$, $n_2$, $\ldots$, $n_k$, and $\sigma_1$, $\sigma_2$, $\ldots$, $\sigma_k$, which are treated as fitting parameters and assumed to be amplitude-dependent. We presume that the distributions are close to zero for negative $\tau$; then we can extend the integration range in equation (6) from $(0, \infty)$ to $(-\infty, +\infty)$ and apply the Fourier transform. This leads to the FDF (for details, see Appendix 1).

$$T_k(\omega, A) = \frac{\hat{Q}(\omega, A)/\bar{Q}}{\hat{u}(\omega, A)/\bar{u}} = n_1(A)e^{-\omega^2\sigma_1(A)^2 / 2e^{\mu_1(A)}} + n_2(A)e^{-\omega^2\sigma_2(A)^2 / 2e^{\mu_2(A)}} + \ldots + n_k(A)e^{-\omega^2\sigma_k(A)^2 / 2e^{\mu_k(A)}} \quad (8)$$

The unknown fitting parameters in this representation are determined by minimising the difference between the original FDF, $T(\omega, A)$, and the expression for $T_k(\omega, A)$ given in equation (8). We do this by using the optimisation routine `lsqnonlin` in MATLAB®, with the error defined by the vector

$$\epsilon_k = \sqrt{\left| 3[T(\omega, A) - T_k(\omega, A)] \right|^2} \quad (9)$$

The vector $\epsilon_k$ contains the real part and imaginary part of the difference; it has $2N$ components, where $N$ is the number of data points along the $\omega$-axis. We also impose the additional constraint that $|T_k(\omega, A)| = 1$ at $\omega = 0$, which gives

$$\sum_{j=1}^{k} n_j = 1. \quad (10)$$

The error minimisation procedure is repeated for each amplitude $A$ for which data are available. The analytical representation of any known FDF can be obtained using this procedure if the complex values of the FDF are known for a sufficient number of frequency points at specific amplitudes.

### 3. Case study: Noiray’s matrix burner

#### 3.1 Description of the matrix burner

The matrix burner used in Noiray’s work (Figure 2) consists of a circular tube with a piston (variable position) at one end and a perforated plate at the other end. The perforated plate acts as the flame holder for a 2D array (matrix) of small flames. The tube is essentially a quarter-wave resonator, with one rigid end and one nearly open end. The acoustic field in the tube extends slightly beyond the downstream end and reaches the flames, making thermoacoustic interaction possible.

Noiray et al. measured the FDF by exciting a harmonic sound field in the tube with a loudspeaker. The excitation frequencies were in the range [0, 1200 Hz], and 5 excitation amplitudes were used: $A/\bar{u} = 0.13$, 0.23, 0.40, 0.48, 0.54. The velocity fluctuations were measured by Laser Doppler Velocimetry at the base of the flame (i.e. the reference position for their FDF was the same as the flame position). The ensuing fluctuations of the rate of heat released by the matrix flame (global heat release) were measured by chemiluminescence, using a photomultiplier tube equipped with OH* filter. The measured results are shown by the markers in Figure 3 for the gain ($|FTF|$) and the phase ($\angle FTF$, right).

The gain ($|FTF|$) shows a low pass filter behaviour and reaches values in excess of 1 at low frequencies. The maximum value decreases with increasing excitation amplitude, and the position of the maximum shifts to lower frequencies. The phase ($\angle FTF$) curve is approximately linear at low frequencies, with a slope that increases with increasing excitation amplitude.

#### 3.2 UIR of the matrix flame

In a first step towards obtaining an analytical expression for the measured results in Figure 3, we determine...
To calculate the inverse z-transform, the inverse z-transform of the FTF as described in [62x166] is given by equation (5). For realistic flames (i.e. flames that satisfy causality), the UIR is zero for negative \( \tau \) and denoted by \( 2/C28 \) (causality) and again for \( \tau \) values (causality) and again for \( \tau \) values beyond some maximum (finite duration of response). We take this maximum value to be equal to the slope of the phase curve at low frequencies and denote it by \( \tau_0 \). Then equation (5) becomes (after a substitution for the integration variable \( \tau \) with \( t - \tau \))

\[
Q(t) = \frac{1}{Q} \int_{0}^{t} h(\tau) \frac{u(t - \tau)}{\bar{u}} \, d\tau. \tag{11}
\]

We calculated the UIR of the matrix burner flame by the inverse z-transform of the FTF as described in Polifke.\(^{22} \) To calculate the inverse z-transform, the time interval \([0, r]\) is discretised into 150 equally spaced points (this number of points was chosen because it gives a smooth UIR vs time-lag curve). The results are shown in Figure 4 for the five amplitude values \( A/\bar{u} = 0.13, 0.23, 0.40, 0.48, 0.54 \). We observe that there are two prominent time-lags in the UIR for all values of \( A/\bar{u} \). For example, at \( A/\bar{u} = 0.13 \), there is one near \( \tau_1 = 0.001s \), where the UIR has a maximum, and one near \( \tau_2 = 0.002s \), where the UIR has a (negative) minimum. There are some further maxima and minima at larger time-lags, but they are minor. We therefore conclude that the FDF can be approximated with a distribution around two central time-lags \( \tau_1 \) and \( \tau_2 \). As \( A/\bar{u} \) increases, both \( \tau_1 \) and \( \tau_2 \) increase, the peak value of the maximum decreases, and the minimum value around \( \tau_2 \) becomes less negative.

### 3.3 Analytical description of the matrix flame

We now proceed to represent the FDF shown in Figure 3 by the analytical expression in equation (8) with only two terms included in the expression for the FDF,

\[
T_2(\omega, A) = n_1(A)\exp(-\omega^2\sigma_1^2/2) + n_2(A)\exp(-\omega^2\sigma_2^2/2). \tag{12}
\]

The unknown fitting parameters \( n_1, n_2, \sigma_1, \sigma_2 \) are determined as described in section 2. This is done individually for each of the five available amplitude values \( A/\bar{u} = 0.13, 0.23, 0.40, 0.48, 0.54 \). The results are shown by the markers in Figure 5.

All fitting parameters vary with amplitude. \( n_1 \) and \( \sigma_2 \) seem to decrease with increasing amplitude, while \( n_2 \) and \( \sigma_1 \) seem to increase; all have considerable scatter. The results for \( \tau_1 \) and \( \tau_2 \) clearly increase with amplitude, and this increase appears to be faster than linear. We model this amplitude-dependence analytically by linear functions for \( n_1, n_2, \sigma_1 \) and \( \sigma_2 \), and by quadratic functions for \( \tau_1 \) and \( \tau_2 \). These functions are shown by the dashed curves in Figure 5 and are listed in Table 1. The coefficients in these functions were obtained by linear least squares estimation.

Altogether, the combination of equation (12) and the functions in Table 1 provides a fully analytical representation for the FDF in Figure 3. This also provides an extrapolation to frequency and amplitude values for which experimental data are not available. Plots of the

---

**Figure 3.** Gain (left) and phase (right) vs frequency for the FDF of Noiray’s matrix flame. Markers: experimental values from Noiray et al.\(^9 \) Dashed curves: analytical approximation based on equation (12) using the expressions given in Table 1.

**Figure 4.** Impulse response of the matrix flame.


Table 1. Analytical approximation of the amplitude-dependence of the fitting parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dependence on $A/\bar{u}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>$-1.185 \times 10^{-1}(A/\bar{u}) + 1.99$</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$1.185 \times 10^{-1}(A/\bar{u}) - 0.99$</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>$2.28 \times 10^{-3}(A/\bar{u})^2 - 4.74 \times 10^{-5}(A/\bar{u})$ $+ 8.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$4.35 \times 10^{-3}(A/\bar{u})^2 + 6.79 \times 10^{-5}(A/\bar{u})$ $+ 1.12 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>$5.86 \times 10^{-4}(A/\bar{u}) + 2.36 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>$-4.63 \times 10^{-4}(A/\bar{u}) + 9.3 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

analytical expressions (equation (12) and Table 1) have been added to Figure 3 in the form of dashed curves. A comparison with the experimental results (markers in Figure 3) shows that the analytical representation is very accurate.

Manipulating the expression for the $T_2(\omega, A)$ in equation (12), we can write the gain and phase as (derivations not given in this paper),

$$ |T_2(\omega, A)| = \sqrt{n_1 e^{-\omega^2 \tau_1^2} + n_2 e^{-\omega^2 \tau_2^2} + 2n_1 n_2 e^{-\omega^2 (\tau_1^2 + \tau_2^2)}} \cos \omega (\tau_2 - \tau_1), $$

$$ \arg(T_2(\omega, A)) = \frac{n_1 \sin \omega \tau_1 + e^{-\omega^2 (\tau_1^2 - \tau_2^2)} n_2 \sin \omega \tau_2}{n_1 \cos \omega \tau_1 + e^{-\omega^2 (\tau_1^2 - \tau_2^2)} n_2 \cos \omega \tau_2}, $$

Equation (13) shows that the gain depends on the time-lag difference $\tau_1 - \tau_2$, but not on the time-lags individually. Of the three terms under the square-root, only the third term is oscillatory; $\cos \omega (\tau_2 - \tau_1)$ is periodic along the $\omega$-axis and has a maximum at the frequency value $\omega_{\text{max}} = 2\pi/(\tau_2 - \tau_1)$, and hence the gain attains a maximum there. Figure 3 shows that $\omega_{\text{max}}$ moves to lower $\omega$-values as $A/\bar{u}$ increases, and we can therefore conclude that $\tau_2 - \tau_1$ must increase with increasing $A/\bar{u}$. This is also the case for the analytical representation, as can be seen in Figure 5(b). Equation (14) shows that the phase of the FTF depends on the difference $\sigma_1^2 - \sigma_2^2$, but not on $\sigma_1$ or $\sigma_2$ individually. If $\sin \omega \tau$ and $\cos \omega \tau$ in equation (14) are approximated to $O(\omega)$, the phase becomes $\omega (n_1 n_2 + n_2 n_2)/(n_1 + n_2)$, i.e. the phase curve starts with a slope which is given by a ‘weighted time-lag’.

3.4 Analytical model for the burner configuration in terms of its tailored Green’s function

In order to model set-up in Figure 2 analytically, we make the following assumptions:

1. The sound field is purely 1D, not only inside the tube, but also beyond its downstream end. The wave transmitted beyond this end is of course 3D, but we ignore this and instead assume that the tube has a semi-infinite continuation, which keeps the transmitted wave 1D. There are forward and backward travelling acoustic waves inside the tube (shown in Figure 6 by $a_+$ and $a_-$) and just a forward travelling wave (shown by $c_+$) in the semi-infinite continuation section.

2. We model the downstream end as a combined interface (see Figure 6) consisting of a perforated plate at...
x = L, and an open end at x = L + Δ; each interface has a given reflection and transmission coefficient; the distance Δ between them is very small, Δ → 0.

3. The upstream end is modelled as rigid wall with a reflection coefficient of R_0 = 1.

4. The mean temperature and speed of sound (denoted by c) are uniform throughout the semi-infinite tube.

The pressure reflection and transmission coefficient for individual interfaces (perforated plate and open end) and the combined interface of the configuration in Figure 6 have been derived in Heckl. \( R_{AC} \) and \( T_{AC} \) are the reflection and transmission coefficients at the combined interface for waves travelling in the forward direction and \( R_{CA} \) and \( T_{CA} \) are the reflection and transmission coefficients for waves travelling in the backward direction. The expressions for these reflection and transmission coefficients are given in Appendix 2. Interested readers are advised to refer to Heckl\(^{16}\) for more details.

The Green’s function \( G(x, x', t - t') \) is the response observed at position \( x \) and time \( t \) to a point source at position \( x' \) firing an impulse at time \( t' \). Its governing equation is

\[
1 \frac{\partial^2 G}{\partial t^2} - \frac{\partial^2 G}{\partial x^2} = \delta(x - x')\delta(t - t').
\]  

(15)

The tailored Green’s function\(^{16,23}\) is the solution of equation (15), which satisfies the same conditions at all boundaries and interfaces as the acoustic field (here expressed in terms of the velocity potential). Naturally, this is a superposition of modes,

\[
G(x, x', (t - t')) = H(t - t')\delta [\sum_{n=1}^{\infty} g_n(x, x')e^{-i\omega_n(t-t')}].
\]  

(16)

\( H(t - t') \) denotes the Heaviside function; it guarantees causality. The quantities \( g_n \) (Green’s function amplitude of mode \( n \)) and \( \omega_n \) (modal frequencies if thermoacoustic coupling is absent) have been calculated analytically for the combustion system shown in Figure 6 (see Heckl\(^{16}\) for details on the derivation); the results are:

\[
g_n(x, x') = \frac{\hat{g}(x, x', \omega_n)}{2\omega_n F(\omega_n)}
\]  

(17)

with

\[
\hat{g}(x, x', \omega) = \begin{cases} D(x, \omega)C(x', \omega) & \text{for } L < x < x' \\ C(x, \omega)D(x', \omega) & \text{for } x' < x < \infty \end{cases}
\]  

(18)

and

\[
C(x, \omega) = -ic e^{i(k(x-L))}, 
\]  

(19)

\[
D(x, \omega) = F(\omega)(R_{CA}e^{i(k(x-L))} + e^{-i(k(x-L))}) + R_0 T_{AC}^2 e^{i(kx)}.
\]  

(20)

\[
F(\omega) = e^{-i\omega x} - R_0 R_{AC} e^{i\omega x}.
\]  

(21)

\( F(\omega) \) is the function appearing in the characteristic equation \( F(\omega_n) = 0 \), which determines the modal frequencies \( \omega_n \) of the Green’s function.

### 3.5 Stability analysis

In our case, the Green’s function is a velocity potential. The governing equation for the velocity potential in the presence of unsteady heating is given by

\[
\frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2} - \frac{\partial^2 \phi}{\partial x^2} = B q(x, t),
\]  

(22)

where \( B = -(\gamma - 1)/c^2 \) (abbreviation), and \( \gamma \) is the specific heat ratio. The term \( q(x, t) \) is the fluctuating part of the heat release rate per unit mass of air, and for a compact flame (located at \( x_q \)), we can put

\[
q(x, t) = q(t)\sigma(x - x_q).
\]  

(23)

Following the procedure in Heckl\(^{16}\), we can convert equation (22) into an integral equation for the velocity \( u'(t) \) at the heat source,

\[
u'(t) = B \int_{t'=0}^{t} \left. \frac{\partial G(x, x', t - t')}{\partial x} \right|_{x = x_q} q(t')\, dt'.
\]  

(24)

We note that one has to distinguish between the velocity at the heat source position \( (x_q) \) and the velocity at the FDF reference position \( (x_{ref}) \). Here, however, we have the special case where \( x_q \approx x_{ref} \) (Noiray’s velocity measurements were taken at the base of the matrix flame), so we can denote both velocities with the same symbol \( u'(t) \).

There is a direct physical interpretation of this equation: the acoustic velocity at observer time \( t \) and observer location \( x_q \) is given by the sum of velocity responses to a sequence of impulses produced at previous times \( t' \) at the same location.

If the modes are assumed to be non-interacting, equation (24) can be converted into an ODE for the velocity of an individual mode; the mathematical manipulations can be found in Heckl\(^{16}\) and the result is

\[
\ddot{u'} + 2\Im(\omega_n)u' + |\omega_n|^2 u' = -B \Im(\omega_n G_n)q(t) + B \Re(G_n)q(t),
\]  

(25)
where $G_n$ is given by

$$G_n = \frac{\partial q_n(x', x)}{\partial x} \bigg\vert_{x=x_q} = -\frac{c}{2L} R_0 T_0^2 e^{2\sinh x_q / c}.$$  \hspace{1cm} (26)

Clearly, equation (25) is the equation for a damped harmonic oscillator, forced by the fluctuating heat release rate $q(t)$ and its time derivative $\dot{q}(t)$. The problem is closed if we have an analytical expression for $\dot{q}(t)$. In order to simplify the subsequent calculations we assume that $u(t)$ is harmonic with an unknown frequency $\Omega$, given by

$$u(t) = A \cos \Omega t.$$  \hspace{1cm} (29)

The time-lag terms $u'(t - \tau)$ in equation (27) can be rewritten and subsequent substitution into equation (25) gives simply (for details, see Appendix 3)

$$\ddot{u} + a_1 \dot{u} + a_0 u = 0,$$  \hspace{1cm} (30)

with,

$$a_1 = -2\Im(\omega_n) - B\Im(\omega_n G_n^*) \left[ n_1 \int_0^\infty D(\tau - \tau_1) \frac{\sin(\Omega \tau)}{\Omega} \, d\tau + n_2 \int_0^\infty D(\tau - \tau_2) \cos(\Omega \tau) \, d\tau \right]$$

$$- B\Re(G_n) \left[ n_1 \int_0^\infty D(\tau - \tau_1) \cos(\Omega \tau) \, d\tau + n_2 \int_0^\infty D(\tau - \tau_2) \cos(\Omega \tau) \, d\tau \right],$$  \hspace{1cm} (31)

and

$$a_0 = \left| \omega_n^2 \right| + B\Im(\omega_n G_n^*) \left[ n_1 \int_0^\infty D(\tau - \tau_1) \cos(\Omega \tau) \, d\tau + n_2 \int_0^\infty D(\tau - \tau_2) \cos(\Omega \tau) \, d\tau \right].$$

Equation (30) is the equation for a damped harmonic oscillator. $a_1$ is the damping coefficient and hence an indicator of the stability behaviour: mode $n$ is stable if $a_1 \geq 0$ and unstable otherwise. $a_0$ is the square of the oscillator’s eigenfrequency.

### 3.6 Stability predictions

We make stability predictions for the matrix burner with the properties listed in Table 2. Two parameters were varied to construct stability maps: the tube length $L$ in the range from 0.1 m to 0.8 m, and the amplitude $A/\bar{u}$ in the range 0–2. We extrapolated the fitting parameters to unphysically high values of $A/\bar{u}$ to see whether we can detect a tendency for higher amplitudes (rather than to get reliable stability predictions for high amplitudes). The stability map for mode $n = 1$ is shown in Figure 7(a). This was determined in the following way: for each point $(L, A/\bar{u})$ in the map, we calculated the coefficient $a_1$ from equation (30) (with $a_0$ from equation (21), and $G_n$ from equation (26), both for mode $n = 1$), and noted the sign of $a_1$. Points with $a_1 \geq 0$ (unstable) were marked in grey; points with $a_1 < 0$ (stable) were marked in white.

The unstable region has the shape of a band emerging from the bottom left corner and agrees qualitatively with Noiray’s results\(^8\),\(^9\) in the region where the experimental measurements are available. For comparison, the border of the instability region found by Noiray et al.\(^9\) is also shown in Figure 7(a) by the dashed black curve. The quantitative agreement is less

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tube radius, $a$</td>
<td>0.035 m</td>
</tr>
<tr>
<td>Length of the tube, $L$</td>
<td>0.1–0.8 m (variable)</td>
</tr>
<tr>
<td>Thickness of the perforated plate, $h$</td>
<td>0.003 m</td>
</tr>
<tr>
<td>Number of perforations per unit area, $N$</td>
<td>$1.09 \times 10^5$ m$^{-2}$</td>
</tr>
<tr>
<td>Radius of perforations, $r_p$</td>
<td>0.001 m</td>
</tr>
<tr>
<td>Factor relating local and global heat release rate, $\alpha$</td>
<td>$3 \times 10^4$ m$^2$/s$^2$</td>
</tr>
<tr>
<td>Distance of flame from perforated plate, $x_q$</td>
<td>0.01 m</td>
</tr>
<tr>
<td>Specific heat ratio, $\gamma$</td>
<td>1.4</td>
</tr>
<tr>
<td>Speed of sound, $c$</td>
<td>345 m/s</td>
</tr>
</tbody>
</table>
satisfactory. Our predictions overestimate the size of the instability region. The stability map given in Noiray\textsuperscript{8} and Noiray et al.\textsuperscript{9} was also obtained by extrapolating the FDF, however, this was done by setting the FDF gain to zero outside the measured frequency range. It is likely that the different extrapolation methods are responsible for the quantitative discrepancy between our stability map and that in Noiray\textsuperscript{8} and Noiray et al.\textsuperscript{9}

We now investigate the influence of the time-lags and their amplitude-dependence on the stability behaviour. In a quarter-wave resonator with a single time-lag $\tau$ in the heat release law, the stability behaviour switches from stable to unstable (or vice versa) as $\tau$ crosses the threshold $0.5T$, where $T = 4L/c$ is the period of mode 1 (the mode under consideration). With an amplitude-dependent $\tau$, the switch happens when the amplitude reaches the value where $\tau = 0.5T$. If there are two prominent time-lags, $\tau_1$ and $\tau_2$, in the heat release law, we expect that they both influence the stability through their amplitude-dependence. In order to illustrate this, we have produced Figures 7(b) and (c). Figure 7(b) shows contours for the difference $(0.5T − \tau_1)$ and Figure 7(c) for the difference $(0.5T − \tau_2)$. The zero-contours, i.e. the contours $0.5T − \tau_1 = 0$ and $0.5T − \tau_2 = 0$, have been superimposed on the stability map in Figure 7(a). We observe that they are very similar in shape to the boundaries of the unstable region.

4. Conclusions and outlook

In this paper, we presented a systematic method to approximate a known FDF (obtained elsewhere by measurement or numerical simulations) by analytical expressions. After calculation of the corresponding UIR, it is possible to identify the time-lags that are prominent in the flame dynamics. We presume that these correspond to the travelling times of different perturbations (e.g. fluctuations in turbulence intensity or fluctuations in fuel concentration), and that therefore there are only a few prominent time-lags. The existence of just a few such prominent time-lags, each surrounded by a decaying distribution, allows us to represent the UIR as a superposition of Gaussian time-lag distributions. This representation is Fourier-transformed into the frequency domain and an analytical expression for the FTF or FDF is obtained; the frequency-dependence of the FTF/FDF is also a superposition of Gaussians.

We formulate a heat release rate law in the time-domain and frequency-domain with several fitting parameters: the prominent time-lags ($\tau_1, \tau_2, \ldots$), the standard deviations ($\sigma_1, \sigma_2, \ldots$) characterising the spread around each time-lag, and generalised coupling coefficients ($n_1, n_2, \ldots$). Thus our model has $3k$ parameters for $k$ prominent time-lags.

Each of the fitting parameters is determined by minimising the discrepancy with the original FTF data. Our model is well-suited to capture the main features of a typical FTF: a value of 1 at zero frequency, an excess gain at low frequencies, a decay to zero at high frequencies (low-pass filter), and a phase curve with nearly constant slope at low frequencies. We also formulate the amplitude-dependence of the fitting parameters $\tau_1, \tau_2, \ldots, \tau_1, \sigma_2, \ldots, n_1, n_2, \ldots$ analytically. Altogether, a full analytical description of a measured FDF is obtained. These analytical expressions and the tailored Green’s function can be used to predict the stability behaviour of the combustion system under consideration.

We applied this method to a specific laboratory burner (Noiray’s matrix burner) and determined the analytical representation of its FDF. This was found to be very accurate (the percentage error in the gain is well below 10% for most frequencies and amplitudes). We subsequently used this analytical FDF to make stability predictions (based on a Green’s function approach) and presented them in the form of a stability map.
map. We obtained good qualitative agreement with Noiray’s measured stability map. Also, we observed that the stability map is quite sensitive to the fitting parameters and the analytical description of their amplitude-dependence. Additional physical insight can be used to obtain good accuracy.

The multiple time-lag model is an improvement of the extended \( n \) model, which is somewhat hypothetical in that it features a single time-lag term \( u'(t - \tau) \) and an instantaneous time-lag term \( u'(t) \); it has been used by Heckl\(^{16,19} \) and Bigongiari and Heckl.\(^{20} \) The multiple time-lag model has the following advantages:

- It determines the time-lags from the UIR of the flame and is thus not only physically more sound, but also closer to the actual data.
- It captures all key features of a typical measured FDF: a gain of unity at zero frequency, excess gain at low frequencies, and low-pass filter behaviour.
- It gives good stability predictions, which are qualitatively similar to those obtained by Noiray.

Our paper gives a good analytical approximation for the nonlinear heat release rate (FDF). It also provides a fast prediction tool for the stability of a combustion system using this heat release rate law and tailored Green’s function. Our multiple time-lag model can be applied for any flame with known FDF. Our stability analysis, which is based on the Green’s function, can be applied to any combustor configuration, for which the tailored Green’s function is known analytically. In this paper, we have calculated the tailored Green’s function for a rather simple configuration: a quarter-wave resonator with a temperature jump. This calculation can be extended to more complex configurations, provided that these can be modelled as a combination of 1D elements. Features that can be included in our model are for example: dump plane between tube sections, orifice between tube sections, frequency-dependent reflection coefficients at the inlet and outlet.

However, not included in this paper are losses in the combustion system and thus we over-predict the unstable region. This will be addressed in a future paper.
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Appendix 1. Derivation of the FTF for the heat release rate law with multiple time-lags and Gaussian distribution of time-lags

We assume that the distributions in equation (6) are such that \( D(\tau - \tau_i) \approx 0 \), for \( \tau < 0 \) \( (j = 1, 2, \ldots, k) \); then we can extend the integration range from \( (0, \infty) \) to \( (-\infty, +\infty) \) and apply the Fourier Transform to equation (6),

\[
\mathcal{F}\left( \frac{Q'(t)}{Q} \right) = \mathcal{F}\left( n_1 \int_{-\infty}^{\infty} \frac{u'(t - \tau)}{u} D(\tau - \tau_1) d\tau \right) + n_2 \int_{-\infty}^{\infty} \frac{u'(t - \tau)}{u} D(\tau - \tau_2) d\tau + \cdots + n_k \int_{-\infty}^{\infty} \frac{u'(t - \tau)}{u} D(\tau - \tau_k) d\tau .
\]

(33)

The Fourier transform of the LHS of equation (33) is

\[
\mathcal{F}\left( \frac{Q'(t)}{Q} \right) = \hat{Q}(\omega) .
\]

(34)

By applying the convolution theorem, \( \text{Term } f \) in equation (33) can be written as

\[
\mathcal{F}\left( n_1 \int_{-\infty}^{\infty} \frac{u'(t - \tau)}{u} D(\tau - \tau_j) d\tau \right) = n_1 \mathcal{F}\left( \frac{u'(t)}{u} \right) \mathcal{F}(D(\tau - \tau_j)).
\]

(35)

Also,

\[
\mathcal{F}\left( \frac{u'(t)}{u} \right) = \frac{\hat{u}(\omega)}{u} \quad \text{and} \quad \mathcal{F}(D(\tau - \tau_j)) = \mathcal{F}(D(\tau)) e^{i\omega \tau_j} .
\]

(36)

and the Fourier transform of the Gaussian function \( D(\tau) \) is

\[
\mathcal{F}(D(\tau)) = e^{-\frac{\omega^2 \tau^2}{2}} .
\]

(37)

‘Term \( f \)’ now becomes

\[
\mathcal{F}\left( n_1 \int_{-\infty}^{\infty} \frac{u'(t - \tau)}{u} D(\tau - \tau_j) d\tau \right) = n_1 \frac{\hat{u}(\omega)}{u} e^{i\omega \tau_j} e^{-\frac{\omega^2 \tau^2}{2}} .
\]

(38)

Combination of equations (34), (38) and (33) gives

\[
\frac{\hat{Q}(\omega)}{Q} = n_1 \frac{\hat{u}(\omega)}{u} e^{i\omega \tau_j} e^{-\frac{\omega^2 \tau^2}{2}} + n_2 \frac{\hat{u}(\omega)}{u} e^{i\omega \tau_j} e^{-\frac{\omega^2 \tau^2}{2}} + \cdots + n_k \frac{\hat{u}(\omega)}{u} e^{i\omega \tau_j} e^{-\frac{\omega^2 \tau^2}{2}} .
\]

(39)
and

\[ T_k(\omega) = \frac{\hat{Q}(\omega)}{Q(\omega)} = n_1 e^{i\omega_1 t} e^{-\frac{\omega^2}{\omega_1}} + n_2 e^{i\omega_2 t} e^{-\frac{\omega^2}{\omega_2}} + \ldots + n_k e^{i\omega_k t} e^{-\frac{\omega^2}{\omega_k}}. \]  

(40)

Appendix 2. Reflection and transmission coefficients at the interfaces

The pressure reflection and transmission coefficient for the combined interface have been derived in Heckl.,\textsuperscript{16} the results are:

\[ R_{AC} = \frac{R_{AB} - R_{AB}R_{BA}R_{BC} + T_{AB}T_{BA}T_{BC}}{1 - R_{BA}R_{BC}} \quad \text{and} \quad T_{AC} = \frac{T_{AB}T_{BC}}{1 - R_{BA}R_{BC}}. \]  

(41)

\[ R_{AB}, \ T_{AB} \] are the coefficients of the perforated plate; these are given by (see Howe,\textsuperscript{25} p. 361)

\[ R_{AB} = \frac{\omega}{\omega + 2iN\omega K} \quad \text{and} \quad T_{AB} = \frac{2iN\omega K}{\omega + 2iN\omega K}, \]  

(42)

where \( N \) is the number of holes per unit area, and \( K \) is the Rayleigh conductivity. For a plate of thickness \( h \) and with circular holes of radius \( r_p \) (see Howe,\textsuperscript{25} p. 356),

\[ K = \frac{r_p \pi}{r_p \pi / 2 + h}. \]  

(43)

\( R_{BC} \) is the reflection coefficient of an unflanged open tube end; for a tube with radius \( a \), it is given by Levine and Schwinger,\textsuperscript{26}

\[ R_{BC} = \frac{1 - [(1/4)(\omega a/c^2) - i(\omega a/c)0.6133]}{1 + [(1/4)(\omega a/c^2) - i(\omega a/c)0.6133]} \]  

(44)

The wave radiated from the open end is modelled by a complex ‘transmission coefficient’, \( T_{BC} \), which is constructed in the following way: its magnitude is chosen such that acoustic energy is conserved, i.e. \(|T_{BC}|^2 + |R_{BC}|^2 = 1\), and its phase is chosen such that the velocity has continuous phase at the tube end. This gives

\[ T_{BC} = |T_{BC}| e^{i\varphi}, \]  

where \(|T_{BC}| = \sqrt{1 - |R_{BC}|^2}\) and \( \varphi = \text{Arg}(1 - R_{BC}) \).

(45)

Appendix 3. Harmonic oscillator equation for a single mode

The local heat release rate fluctuation \( q'(x, t) \) is related to its global counterpart \( Q'(t) \) by \( Q'(t) = \int q'(x, t) \rho V \, dx \), where the integration is taken over the volume of the flame. This reduces to \( q(t) = Q'(t)/\rho S \) for a compact flame described by equation (23). Hence, with equations (6) and (28), we can write \( q(t) \) as

\[ q(t) = \frac{Q'(t)}{\rho S} = \alpha \left[ n_1 \int_{-\infty}^{\infty} u'(t - \tau) D(t - \tau_1) \, d\tau + n_2 \int_{-\infty}^{\infty} u'(t - \tau) D(t - \tau_2) \, d\tau \right]. \]  

(46)

and its derivative as

\[ \dot{q}(t) = \alpha \left[ n_1 \int_{-\infty}^{\infty} \dot{u}'(t - \tau) D(t - \tau_1) \, d\tau + n_2 \int_{-\infty}^{\infty} \dot{u}'(t - \tau) D(t - \tau_2) \, d\tau \right]. \]  

(47)

In order to simplify equation (46), we assume that \( u'(t) \) is harmonic with an unknown frequency \( \Omega \), given by

\[ u'(t) = A \cos \Omega t, \]  

(48)

and

\[ \dot{u}'(t) = -A \Omega \sin \Omega t. \]  

(49)

The time-lagged terms \( u'(t - \tau) \) and \( \dot{u}'(t - \tau) \) can be written with the trigonometric addition formulae as

\[ u'(t - \tau) = u'(t) \cos \Omega \tau - \frac{\dot{u}'}{\Omega} \sin \Omega \tau \]  

(50)
and

\[
\hat{u}'(t - \tau) = u'(t)\Omega \sin \Omega \tau + \hat{u}'(t) \cos \Omega \tau. \tag{51}
\]

The local heat release rate fluctuation \(q(t)\) and its derivative then become

\[
q(t) = \alpha \left[ n_1 \int_0^\infty D(\tau - \tau_1)(u'(t)\sin \Omega \tau + \hat{u}'(t) \cos \Omega \tau) d\tau \\
+ n_2 \int_0^\infty D(\tau - \tau_2)(u'(t)\sin \Omega \tau + \hat{u}'(t) \cos \Omega \tau) d\tau \right]. \tag{52}
\]

The frequency \(\Omega\) can be approximated by \(\Omega \approx Re(\omega_0)\). Substituting equations (52) and (53) into equation (25), and sorting the many terms, we get equation (30).

\[
\dot{q}(t) = \alpha \left[ n_1 \int_0^\infty D(\tau - \tau_1) \left( u'(t)\cos \Omega \tau - \frac{\hat{u}'(t)}{\Omega} \sin \Omega \tau \right) d\tau \\
+ n_2 \int_0^\infty D(\tau - \tau_2) \left( u'(t)\cos \Omega \tau - \frac{\hat{u}'(t)}{\Omega} \sin \Omega \tau \right) d\tau \right]. \tag{53}
\]