Combined Numerical and Experimental Study of a Slit Resonator Under Grazing Flow
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This study compares two numerical methods based on the Linearized Navier-Stokes equations (LNSE) for the simulation of a resonator in presence of a cold mean flow: a time domain Runge-Kutta Discontinuous Galerkin (RKDG) code and a frequency-domain high-order continuous Finite Element Method (pFEM). The results are compared to experimental data from a dedicated experimental campaign on a slit resonator. It was shown that the simulations predict the correct trends, but some discrepancies have been observed. The origin of these differences has to be investigated further. Different impedance measurement techniques are applied to the numerical and experimental data to obtain the acoustic impedance of the slit resonator. Within their respective range of validity, reasonable agreement is found between the different techniques.

Nomenclature

- **B**: Width of the duct, \([m]\)
- **c**: Speed of sound, \([m/s]\)
- **f**: Frequency, \([Hz]\)
- **k**: Acoustic wave number, \([m^{-1}]\)
- **H**: Back cavity depth, \([m]\)
- **L**: Length of the test section, \([m]\)
- **M**: Mach number, [-]
- **p**: Pressure, \([Pa]\)
- **R**\(^{+/-}\): Reflection coefficient of scatter matrix, [-]
- **S**: Cross section of the channel, \([m^2]\)
- **S_c**: Surface of perforation, \([m^2]\)
- **T**: Absolute temperature, \([K]\)
- **T**\(^{+/-}\): Transmission coefficient of the scatter matrix, [-]
- **u**: Velocity vector, \([m/s]\)
- **x**: Vector of the cartesian coordinate position, \([m]\)
- **Z**: Acoustic impedance, \([Rayl]\)
- **z**: Specific impedance, [-]
- **z_i**: Location of microphone i, \([m]\)
- **δ**: Flow boundary layer thickness, \([m]\)
- **δ_{ij}**: Kronecker delta function, [-]
- **ε**: Acoustic monopole source amplitude, \([Pa]\)
- **κ**: Thermal conductivity, \([W/(m.K)]\)
- **λ**: Acoustic wavelength, \([m]\)
- **μ**: Dynamic viscosity, \([kg/(m.s)]\)
- **ν**: Kinematic viscosity, \([m^2/s]\)
- **τ**: Viscous stress tensor, \([Pa]\)
- **Φ**: Dissipation function, \([W/m^3]\)
- **ρ**: Density, \([kg/m^3]\)
- **ω**: Angular frequency, \([rad/s]\)

Sub- and superscript

- \(•_i\): i:th component
- \(•_0\): Base flow related variables
- \(•'\): Perturbation
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Abbreviations

BC  Boundary Condition
DOF  Degree of Freedom
LEE  Linearized Euler equations
LNSE  Linearized Navier-Stokes equations
pFEM  High-order Finite Element Method
(RK)DG  Runge-Kutta Discontinuous Galerkin method

I. Introduction

Liner materials, typically consisting of an array of Helmholtz resonators, are encountered in many applications to attenuate the tonal noise. The design of such resonator array is typically done with semi-analytical or empirical models. However, it is well known that the presence of a grazing flow over the facing sheet has an important influence on the acoustic behavior of a resonator. Resonators under grazing flow have been the subject of many experimental and numerical studies before. Different authors\textsuperscript{1–8} have studied two- and three-dimensional resonators under grazing flow using scale-resolving simulations such as Direct Numerical Simulation (DNS) and many experimental studies on Helmholtz resonators can be found in the literature.\textsuperscript{9–16}

It is shown that a Helmholtz resonator typically has a linear regime at low and moderate sound pressure levels (< 130dB). For this regime, it is expected that linearized governing equations can be used to model the acoustic behavior. This approach has been applied before to different geometries in a duct\textsuperscript{17–19} and a linear liner concept\textsuperscript{20}. This paper is a continuation of a previous study\textsuperscript{21} and focuses on the study of a slit resonator under grazing flow with a hybrid methodology. Two implementations of the linearized Navier-Stokes equations (LNSE) are applied: a time-domain Runge Kutta discontinuous Galerkin (RKDG) and a frequency-domain high-order continuous finite element method (pFEM). These techniques allow to capture the linear interaction effects between an acoustic and a hydrodynamic field.

A few experimental studies on slit resonators exist, but they consider a relatively large perforation\textsuperscript{16} or acoustic waves under normal incidence\textsuperscript{3,6}. In order to provide the necessary validation data for the numerical simulations, a dedicated experimental campaign on a slit resonator under grazing flow has been carried out within the framework of this paper.

The first section describes the governing equations and the numerical techniques used for the numerical part of this study. A validation case from the literature, the sound radiation of a monopole in a flat plate boundary layer, is presented. Section III presents the characterization techniques applied to the slit resonator, the experimental and the numerical setup. Section IV presents the results from the different numerical techniques and the comparison with the experimental data. Section V concludes this paper with an overview of the main conclusions of this study.

II. Numerical techniques

A. Governing equations

In the linear regime of a resonator, it can be expected that its acoustic behavior and the influence of a grazing flow can be predicted using linearized equations. Because viscosity plays an important role in the acoustic behavior of a resonator\textsuperscript{1,2} and its interaction with the shear layer over the orifice\textsuperscript{22,23}, the linearized Navier-Stokes equations are the logical choice of governing equations.

Since the phenomena of interest are mainly the result of the interaction between the acoustic and vortical modes of the equations, the effect of viscosity in the entropy equation is neglected. This reduces the computational time significantly, and previous works\textsuperscript{24–26} show that the impact of this assumption is small for problems as the one considered here. Also heat transfer can be neglected. With these assumptions, the
linearized Navier-Stokes equations can be written as:

\[
\frac{\partial \rho'}{\partial t} + \frac{\partial (\rho u'_r + \rho u_{0r})}{\partial x_r} = 0
\]

\[
\frac{\partial \rho_0 u'_s}{\partial t} + \frac{\partial (\rho_0 u'_s u'_r + \rho' u_{0r})}{\partial x_r} + (\rho_0 u'_r + \rho' u_{0r}) \frac{\partial u_{0s}}{\partial x_r} - \frac{\partial r'_s}{\partial x_r} = 0, \quad r'_s = \mu \left( \frac{\partial u'_r}{\partial x_r} + \frac{\partial u'_r}{\partial x_s} - \frac{2}{3} \frac{\partial u'_k}{\partial x_k} \delta_{rs} \right)
\]

\[
\frac{\partial u'_r}{\partial t} + u_{0r} \frac{\partial u'_r}{\partial x_r} + u'_r \frac{\partial p'}{\partial x_r} + \gamma p_0 \frac{\partial u'_s}{\partial x_r} + \gamma p' \frac{\partial u_{0r}}{\partial x_r} = 0
\]

This set of equations can be written in a more compact way using a matrix formulation:

\[
\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{A}_r \mathbf{q}}{\partial x_r} + \mathbf{C} \frac{\partial \mathbf{C}_{rs} \mathbf{q}'}{\partial x_s} = 0
\]  \hspace{1cm} (1)

with \( \mathbf{q} = \{ \rho', \rho_0 u'_1, \rho_0 u'_2, p' \}^T \). The matrices for a 2-D problem are defined as:

\[
\mathbf{A}_r = \begin{bmatrix}
 u_{0r} & \delta_{1r} & \delta_{2r} & 0 \\
 0 & u_{0r} & 0 & \delta_{1r} \\
 0 & 0 & u_{0r} & \delta_{2r} \\
 0 & \epsilon_0^2 \delta_{1r} & \epsilon_0^2 \delta_{2r} & u_{0r}
\end{bmatrix}, \quad \mathbf{C} = \begin{bmatrix}
 0 & 0 & 0 & 0 \\
 u_{0r} \frac{\partial u_{0s}}{\partial x_r} & u_{0r} \frac{\partial u_{0s}}{\partial x_s} & 0 & 0 \\
 0 & 1 - \gamma \frac{\partial p_0}{\rho_0} \frac{\partial u_{0s}}{\partial x_r} & \frac{1 - \gamma \frac{\partial p_0}{\rho_0}}{\partial x_s} & 0 \\
 0 & 0 & \gamma \frac{\partial p_0}{\rho_0} \frac{\partial u_{0s}}{\partial x_r} & \gamma \frac{\partial p_0}{\rho_0} \frac{\partial u_{0s}}{\partial x_s}
\end{bmatrix},
\]

\[
\mathbf{C}_{rs} = \frac{\mu}{\rho_0} \begin{bmatrix}
 0 & 0 & 0 & 0 \\
 0 & -\frac{4}{3} \delta_{1r} \delta_{1s} - \delta_{2r} \delta_{2s} & \frac{2}{3} \delta_{1r} \delta_{3s} - \delta_{2r} \delta_{1s} & 0 \\
 0 & \frac{2}{3} \delta_{2r} \delta_{1s} - \delta_{1r} \delta_{2s} & -\delta_{1r} \delta_{1s} - \frac{4}{3} \delta_{2r} \delta_{2s} & 0 \\
 0 & 0 & 0 & 0
\end{bmatrix}.
\]

**B. Numerical approaches**

1. **Continuous FEM for the LNSE in frequency domain**

   **pFEM formulation**

   The High-order Finite Element Method is based on the variational formulation of the original problem and the approximation of the field variable distributions of the continuum domain in terms of the sum of high-order shape functions\(^{27,28}\).

   Here, the perturbation quantities are assumed to be harmonic time dependent variables that can be written as \( \mathbf{q}'(\mathbf{x}, t) = \hat{\mathbf{q}}(\mathbf{x}) e^{j\omega t} \), where \( j \) is the imaginary unit, \( \hat{\mathbf{q}} \) is a complex quantity and \( \omega \) is the angular frequency. Multiplying equations (1) by a test function and integrating over a finite volume \( \Omega \) (a surface in 2D), the variational formulation of the system of equations can be derived:

   \[
   j \omega \int_{\Omega} \hat{\mathbf{q}} \cdot \mathbf{q}' d\Omega + \int_{\Omega} \hat{\mathbf{q}} \cdot \frac{\partial \mathbf{A}_r \mathbf{q}'}{\partial x_r} d\Omega + \int_{\Omega} \hat{\mathbf{q}} \cdot \mathbf{C} \mathbf{q}' d\Omega + \int_{\Omega} \hat{\mathbf{q}} \cdot \frac{\partial \mathbf{C}_{rs} \mathbf{q}'}{\partial x_s} d\Omega = 0.
   \]  \hspace{1cm} (2)

   Using the Gauss’ theorem and reformulating equation (2) in a more practical manner for implementation, yields to the following expression:

   \[
   j \omega \int_{\Omega} \hat{\mathbf{q}} \cdot \mathbf{q}' d\Omega + \int_{\Omega} \hat{\mathbf{q}} \cdot \mathbf{C} \mathbf{q}' d\Omega - \int_{\Omega} \frac{\partial \hat{\mathbf{q}}}{\partial x_r} \cdot \mathbf{A}_r \mathbf{q}' d\Omega - \int_{\Omega} \frac{\partial \hat{\mathbf{q}}}{\partial x_r} \cdot \mathbf{C}_{rs} \mathbf{q}' d\Omega =
   \]

   \[
   - \int_{\Gamma} \hat{\mathbf{q}} \cdot [\mathbf{n}_r \mathbf{A}_r] \mathbf{q}' d\Gamma - \int_{\Gamma} \hat{\mathbf{q}} \cdot [\mathbf{n}_r \mathbf{C}_{rs}] \frac{\partial \mathbf{q}'}{\partial s} d\Gamma
   \]  \hspace{1cm} (3)

   The terms of the right-hand side in the last equation correspond to the boundary integrals and are used to define the boundary conditions of the problem. The integral term in the dark-gray frame corresponds to the boundary conditions for the linearized Euler equations (LEE). It contains the flux matrix\(^{29}\) \( \mathbf{F} = [\mathbf{n}_r \mathbf{A}_r] \).
with $\mathbf{A}_r$ being the flux Jacobian matrices$^{22}$. In the case of the formulation obtained for the Linearized Navier-Stokes equations, there are additional terms on the boundary one has to deal with (highlighted in light-gray).

In the presented continuous pFEM code, the shape functions that approximate the space of variables are built from the Lobatto shape functions, which have proved to be efficient for acoustic problems based on the Helmholtz equation$^{30}$. These Lobatto shape functions form a complete basis of polynomials of the order of at most $p$ on the reference finite elements. The same shape functions are also used to approximate the space of the weighting functions for the pFEM variational formulation.

**Boundary conditions**

**Rigid walls:** Walls are assumed impermeable and acoustically rigid. One can apply wall slip boundary conditions $\mathbf{u}' \cdot \mathbf{n} = 0$ where the acoustic boundary layer is expected to play no significant role and no-slip flow boundary condition otherwise. In this last case, the acoustic perturbation satisfies at the wall

$$\mathbf{u}' \cdot \mathbf{n} = 0 \quad \text{and} \quad \mathbf{u}' \cdot \mathbf{t} = 0,$$

where $\mathbf{u}'$ is the acoustic perturbation velocity and $\mathbf{n}$ and $\mathbf{t}$ are the normal and tangential vectors to the wall, respectively. This no-slip condition on the wall limits of the computational domain allows one to consider the Gauss integrals over the boundary element containing viscous terms as null$^{28,31}$. From an implementation point of view, this has been achieved by setting all the degrees of freedom associated with the velocity components to zero in a secondary linear system of the DOFs.

**Non reflecting boundary conditions:** On the part of the boundaries where the physical domain is unbounded but the extent of the computational domain is finite, active and passive non-reflecting characteristic boundary conditions have been implemented as described in$^{22,32}$. Passive non-reflecting BC are obtained by setting the incoming characteristics$^{39}$ to zero. An excitation of the system can be obtained by prescribing the incoming characteristics at the inlet of the computational domain.

2. **Discontinuous Galerkin LNSE in time domain**

The Runge-Kutta discontinuous Galerkin (RKDG) method for the time-domain LNSE has been used in previous studies of orifices$^{23}$ and a slit resonator$^{21}$ under grazing flow. The implementation combines a nodal discontinuous Galerkin discretization in space with an optimized Runge-Kutta time integration scheme.

For the spatial discretization, a discontinuous Galerkin scheme is applied to an unstructured triangular mesh. Because of the simple geometry of the current case, straight edges can be used for all elements. This allows the use of the quadrature-free DG method, which is computationally more efficient.

The presence of the viscous term in the LNSE requires the discretization of a second order spatial derivative. It is known that the intuitive choice of applying the DG operator twice leads to an unstable formulation. Therefore the BR-1 mixed finite element formulation, first proposed by Bassi and Rebay$^{33}$, is used. This method adds the derivatives of the velocity as separate variables to the system of equations. In a first step, these derivatives are computed using a DG method. The LNSE equations are solved in a second step, using the velocity derivatives calculated in the first step in the expression for the viscous term.

In vector form, the system of equations (1) can be written as:

$$\mathbf{w}^s - \frac{\partial \mathbf{q}}{\partial x_s} = 0$$
$$\frac{\partial \mathbf{q}}{\partial t} + \frac{\partial \mathbf{A}_r \mathbf{q}}{\partial x_r} + \frac{\partial \mathbf{f}^v}{\partial x_r} + \mathbf{Cq} = \mathbf{S}$$

with $\mathbf{q}$ the vector of unknowns, $\mathbf{w}^s$ the vector with the derivatives of the velocity in the $s$-direction and $\mathbf{f}^v = f^v\left(\mathbf{w}^1, \mathbf{w}^2\right)$ the viscous flux vector.

The BR-1 formulation is known to be unstable when the convective term is negligible with respect to the diffusive term. For this reason, more advanced formulations with better stability properties, such as the BR-2 formulation$^{34,35}$ have been developed. However, the BR-2 formulation uses complex lift operators, corresponding to the negative eigenvalues of the method of the characteristics, as the normals of the domain are oriented toward the exterior of the domain.
which become very costly in an explicit RKDG framework and the implementation is more complex than for the BR-1 formulation. Furthermore, the stability requirements for the BR-2 formulation, through the so-called viscous CFL number, can severely restrict the timestep. Taking all this into account, the BR-1 formulation can be considered sufficient for the present purpose.

For the inter-element communication, a Lax-Friedrich flux formulation is used for the convective fluxes and a central flux for the viscous fluxes. Boundary conditions are imposed by specifying the fluxes at the boundary faces. The time integration is done using a 8 stage 4th-order Runge-Kutta scheme, optimized for the spatial discontinuous Galerkin operator. More details on the implementation can be found in reference [22].

C. Validation case: sound radiation in a flat plate boundary layer

In order to validate the codes for problems with a non-uniform mean flow, the propagation of the sound radiated by a monopole in a boundary layer has been computed. For this purpose, the case of a mean flow boundary layer over a plate has been selected, with the mean flow given by a Polhausen velocity profile[36,37]. Simulation results have been compared to DNS reference results, analytical and numerical simulations performed with other physical models and different numerical schemes[38,39].

The parameters of the simulation considered here correspond to case D of reference[37], with Mach number \( M = 0.3 \), and an acoustic wavelength to boundary layer thickness ratio equal to \( \lambda/\delta = 1 \). A monopole source has been added in the center of the computational domain, in the vicinity of the plate. Passive non-reflecting characteristic boundary conditions (setting the incoming characteristics to zero) have been imposed where the computational domain has been truncated. In the frequency domain pFEM simulation, the monopole source is obtained by adding a term in the right hand side of formulation (3):

\[
S_{\text{source}} = \begin{bmatrix} \epsilon c_0 \cr 0 \cr 0 \cr \epsilon \end{bmatrix},
\]

where \( \epsilon \) is the amplitude of the monopole source (arbitrarily chosen). Defining the source as a continuous distribution over an element (and integrating it with Gaussian quadrature) seems to lead to a better representation of the acoustic source than the implementation through a single Dirac delta function\(^b\). Therefore this strategy is applied in the presented work. For the RKDG method, this validation case has been presented before[22], modelling the monopole by a harmonic source term with a Gaussian shape in space.

Figure 1 shows that both numerical tools give a good prediction of the pressure field in presence of the non-uniform mean flow profile. Taking the viscous effects into account yields results that correlate slightly better with the reference results for both continuous FEM and RKDG simulations. Nevertheless, the difference is small[22] and might be within the error margin of the numerical approaches. Some small amplitude oscillations can be observed in the solution for the pFEM simulation, which may stem from convergence not being fully reached. However, as the same behavior has been observed for the simulation without viscosity for the

\(^b\)as studied in case of monopole/dipole radiation in free field
same problem, the cause is thought to be the current representation of point monopole source implemented in the pFEM code. Indeed, the numerical treatment of the dirac function at the source location, even if integrated over one element, is quite demanding for a proper representation of the acoustic source because of the dispersion error through the grid elements.

### III. Acoustic characterization of a slit resonator

#### A. Impedance measurement techniques

The acoustic characterization of a Helmholtz resonator is typically done by determining its acoustic impedance, defined in frequency domain as the ratio of the acoustic pressure and the acoustic normal velocity at the wall: \( Z = p / (u \cdot n) \). Typically the impedance is normalized by the characteristic impedance of air \( Z_0 = \rho_0 c_0 \) in order to obtain the specific impedance \( z = Z / Z_0 \).

Different techniques exist to measure the impedance of a resonator in the presence of a grazing flow, the most common being the in-situ measurement and impedance eduction techniques. The following sections describe in more detail the impedance measurement techniques applied to the resonator geometry in this study.

1. The in-situ impedance measurement technique

The in-situ technique\(^{40}\) computes the impedance directly from the acoustic pressure at the bottom of the resonator cavity (B) and at the facing sheet, near the perforation (A) as shown in figure 2:

\[
z = -j \frac{\hat{p}_A e^{j(\phi_A - \phi_B)}}{\hat{p}_B \sin (kH)}
\]

where \( \hat{p}_A \) and \( \phi_A \), \( \hat{p}_B \) and \( \phi_B \) represent, respectively, the amplitude and the phase of the pressure fluctuations at the measurement points \( \bullet = A,B \). The parameter \( k = \omega / c_0 \) represents the acoustic wavenumber in the cavity, \( H \) is the depth of the backing cavity.

![Figure 2. Measurement setup for Dean’s in-situ impedance measurement method.](image)

The in-situ technique makes little assumptions, only a thin facing sheet and plane wave propagation in the cavity, and provides a local value of the impedance. However, the location of the microphones is an important issue. Close to the orifice, acoustic waves are transformed into vortical and turbulent fluctuations. The hydrodynamic pressure fluctuations associated with this effect can influence the pressure signal recorded by the microphones\(^{40, 41}\) and compromise the accuracy of the measurement. This hydrodynamic component of the pressure also influences the results of numerical simulations\(^{21, 42}\). Furthermore, the installation of the microphones in an experimental setup can be quite cumbersome.

In the present study, no experimental in-situ measurements have been done. This technique is only applied to the simulation results.

2. Impedance eduction techniques

An impedance eduction technique computes the impedance indirectly by comparing measured variables to a model for the complete test section. Therefore the accuracy of such a measurement technique is largely dependent on the accuracy of the model used. However, impedance eduction techniques don’t require the cumbersome and intrusive setup of the in-situ technique. Also, the acoustic variables don’t need to
be measured in the close vicinity of the resonator. It is therefore easier to suppress the influence of the hydrodynamic component of the pressure.

Different impedance eduction techniques have been developed, based on different measured acoustic quantities and models. The techniques used in this study are based on a two-port representation of the test section. A two-port element is defined as a linear acoustic system between two ducts where the plane wave propagation hypothesis is valid. This implies that the frequency is limited to the cut-off frequency of the first traversal mode in the in- and outlet duct. Such a two-port element is fully characterized by its scatter matrix, relating the left- and right-running acoustic waves at the in- and outlet of the system:

\[
\begin{pmatrix}
  p^+_1 \\
  p^-_1
\end{pmatrix} =
\begin{bmatrix}
  T^+ & R^- \\
  R^+ & T^-
\end{bmatrix}
\begin{pmatrix}
  p^+_2 \\
  p^-_2
\end{pmatrix}
\]

Assuming plane wave propagation in the in- and outlet duct, a minimum of two microphones in each duct is needed\(^{43}\) to determine the up- and downstream propagating waves \(p^+\) and \(p^-\). More microphones can be used to obtain an overdetermined system, to be solved in a least-squares approach, and to suppress the effect of random errors\(^{44}\):

\[
\begin{pmatrix}
  p^+(f) \\
  p^-(f)
\end{pmatrix} =
\begin{bmatrix}
  e^{-jk^+_z} & e^{jk^-_z} \\
  e^{-jk^+_z} & e^{jk^-_z} \\
  \vdots & \vdots \\
  e^{-jk^+_z} & e^{jk^-_z}
\end{bmatrix}
\begin{pmatrix}
  p'_1(z_1, f) \\
  p'_2(z_2, f) \\
  \vdots \\
  p'_n(z_n, f)
\end{pmatrix},
\]

where \(z_i\) represents the location of microphone \(i\) with respect to the reference position at the in- or outlet of the two-port element, \(k^+_z \approx k/(1 + M)\) and \(k^-_z \approx k/(1 - M)\) are the acoustic wave numbers of the up- and downstream propagating waves and \(\otimes\) represents the Moore-Penrose pseudo matrix inverse. A further reduction of the measurement uncertainties can be obtained by using an iterative procedure to solve for certain environmental variables, as described in references\(^{45,46}\).

The determination of the scatter matrix coefficients requires at least two independent measurements. These can be obtained by varying the position of the source (multiple source method) or by varying the acoustic impedance at the outlet (multiple load method). To reduce the influence of random measurement errors, more than two measurements can be used. This results in an overdetermined system, to be solved in a least-squares approach:

\[
\begin{pmatrix}
  T^+ & R^- \\
  R^+ & T^-
\end{pmatrix}
\begin{pmatrix}
  p^+_1,1(f) & p^+_1,2(f) & \cdots & p^+_1,m(f) \\
  p^-_1,1(f) & p^-_1,2(f) & \cdots & p^-_1,m(f) \\
  \vdots & \vdots & & \vdots \\
  p^+_m,1(f) & p^+_m,2(f) & \cdots & p^+_m,m(f)
\end{pmatrix}
\]

\[
\otimes
\]

By matching the obtained scatter matrix to a model for the test section, the impedance of the resonator can be determined. At low frequencies, the resonator can be considered as a lumped element and the impedance can be computed directly from the scatter matrix coefficients\(^{13,47}\):

\[
Z = \frac{S_e 1 - M + R^+/(1 + M)}{\rho_0 c_0 S 1 - R^+ - T^+ + T^-}
\]

\[
= \frac{S_e 1 + M + R^-/(1 - M)}{\rho_0 c_0 S 1 - R^- - T^- + T^+},
\]

with \(R^\pm = R^\pm(1 \mp M)/(1 \pm M)\) and where \(S\) and \(S_e\) represent respectively the cross section of the channel and the surface of the perforation.

At higher frequencies the lumped impedance is no longer a good assumption and it is better to consider the impedance as distributed over the test section wall. In that case an alternative model for the scatter matrix, using the model for a straight duct with one lined wall\(^{48}\), can be used. It was shown\(^{4}\) that the method from reference\(^{48}\) is equivalent to solving the following system of 5 non-linear equations:

\[
\begin{aligned}
&\frac{T^+ T^- R^+ R^- + 1}{R^- T^-} = e^{-jk^+_z L} + e^{jk^-_z L} \\
&(k^+_z)^2 + (k^-_z)^2 = (k - M_0 k^+_z)^2 \\
&Z = j \frac{k}{k_z} \left( 1 - M \frac{k^+_z}{k^-_z} \right)^2 \cot (k^+_z B)
\end{aligned}
\]

\(^4\)Hervé Denayer, Note on the impedance eduction technique, Internal report, KU Leuven, 2014
where $T^\pm$ and $R^\pm$ are the measured scatter matrix coefficients, $k_x^\pm$ and $k_z^\pm$ are the axial and traversal acoustic wavenumbers of the least attenuated mode in the duct of the test section, $L$ and $B$ are the length and the width of the test section and $M$ is the mean flow Mach number.

B. Experimental setup

The experiments are carried out using the open-circuit aeroacoustic test facility of KU Leuven\textsuperscript{49,50}, schematically shown in figure 3.

![Figure 3. Schematic overview of the experimental setup.](image)

A frequency regulated roots blower is used to generate a time-uniform flow in a rectangular duct (90 mm x 40 mm). For higher flow rates, a second roots blower without frequency regulator is added in parallel. For this rectangular duct, the maximum Mach number that can be achieved with the two roots blowers running in parallel, is approximately 0.25. In this study, the Mach number was limited to $M = 0.1$ in order to allow the use of linearized governing equations in the numerical part. An aftercooler is located after the roots blowers to ensure continuous and ambient temperature conditions. A vortex-flowmeter is installed afterwards to determine the mean flow rate and temperature which enters the test section. The inlet and outlet duct are equipped with 4 flush-mounted pressure transducers (type PCB 106B). At the end of each measurement section an in-line loudspeaker is installed to enable a multiple-source two-port characterization, at the downstream end various types of termination can be added to enable a multi-load approach.

Figure 4 shows the actual test section, where a slit resonator is connected to one of the long sides of the duct. The resonator consists of a rectangular cavity (50 mm x 25 mm), which is connected to the duct by a rectangular slit with a width of 1 mm. The facing sheet has a thickness of 1 mm. The cavity extends of the full width of the duct (90 mm). For manufacturing reasons, the slit ends at 2 mm from the wall at both sides of the duct.

![Figure 4. Schematic overview of the test section (left) and pictures of the opened test object (top right) and the test object built into the rig (bottom right).](image)
A combined multiple source/multiple load approach is used with up to 4 measurements for each flow rate. The multiple source approach is achieved by using two different excitation signals, a loudspeaker at the downstream end and one at the upstream end of the duct. It has been verified that the excitation levels are sufficiently low to stay in the linear regime of the resonator. The multiple load approach is done by varying the impedance at the downstream end. For \( M = 0.025 \) and \( M = 0.100 \) only a multiple source approach is done. These flow rates are at the lower limit of the operating range of one roots blower or the parallel roots blower configuration. For this reason, it is not possible to keep the flow rate constant when the muffler at the downstream end is removed to achieve a multiple load condition.

A LMS Scadas III multichannel data acquisition system is used, in combination with LMS Test.Lab Rev.13A for the first data processing. All experiments are carried out with a stepped sine excitation, from 20 Hz to 1700 Hz, with a frequency step of 10 Hz. The number of averages is chosen depending on the expected signal-to-noise ratio, with an increased number of averages per measurement for the flow rates where only two measurements could be carried out. Before further processing the data, all microphone signals with a low coherence with respect to the excitation signal are discarded. The processing of the data is carried out with the iterative procedure of reference\(^{46}\). The procedure runs for 300 iterations or until convergence of the results. Table 1 gives an overview of the different measurement and processing parameters for all flow rates.

<table>
<thead>
<tr>
<th>target ( M )</th>
<th># averages</th>
<th># measurements</th>
<th>coherence threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>300</td>
<td>2</td>
<td>0.9</td>
</tr>
<tr>
<td>0.025</td>
<td>1000</td>
<td>2</td>
<td>0.9</td>
</tr>
<tr>
<td>0.05</td>
<td>600</td>
<td>4</td>
<td>0.9</td>
</tr>
<tr>
<td>0.075</td>
<td>600</td>
<td>4</td>
<td>0.9</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>2</td>
<td>0.9</td>
</tr>
</tbody>
</table>

C. Numerical setup

The numerical techniques described in section 4 are applied to the slit resonator geometry. To limit the required computational power, only two-dimensional simulations have been carried out. Figure 5 shows the computational domain used in the simulations, which is a cross section of the 2,5D geometry of the test section used in the experiments.

![Figure 5](image_url)

The use of the LNSE requires the mean flow field to be known. Therefore a two-step approach is used, where first the mean flow field is computed using a steady CFD simulation and in a second step, the acoustic field and its interaction with the mean flow is solved using the LNSE.

1. Mean flow simulation

The mean flow field is computed using a steady RANS simulation, carried out with the commercial CFD software ANSYS Fluent. The k-\( \omega \) SST model is solved all the way down to the walls \((y^+ < 1)\) using the
The SIMPLE algorithm, no specific wall modelling is used. The spatial discretization is a standard finite volume method, where the convective terms are discretized with second-order upwind fluxes and central fluxes are used for the viscous terms.

Seen the long pipe length before the test section in the experiments, it is assumed that the flow in the duct is fully developed. In order to obtain a fully developed flow at the inlet of the computational domain used for the LNSE simulations, the channel has been extended 3 m upstream and a uniform velocity is imposed at the inlet. Figure 6 shows the axial velocity profile for an inlet Mach number of \( M = 0.075 \) at the inlet of the acoustic domain, and 250 mm and 500 mm upstream of this plane, confirming that the mean flow is fully developed when it enters the computational domain of the acoustic simulations. In the following sections, the indicated Mach numbers refer to the imposed uniform inlet velocity.

![Figure 6. X-velocity at the inlet of the acoustic domain (-) and 250 mm (-) and 500 mm (•••) before the inlet of the acoustic domain for an inlet Mach number of \( M = 0.075 \).](image)

Figure 7 shows the velocity field near the perforation for an inlet Mach number of \( M = 0.075 \). As expected, the flow is mainly grazing over the facing sheet, with only a weak clockwise circulation inside the orifice. The air in the cavity is nearly quiescent. For the other Mach numbers considered in this paper, a similar mean flow field is obtained.

![Figure 7. Mean flow velocity magnitude near the orifice for an inlet Mach number of \( M = 0.075 \).](image)

The solution of the RANS simulation has to be mapped from the fine CFD grid to the coarser acoustic grid. For the RKDG method, this is done using the local least-squares interpolation procedure of reference\(^\text{22}\). The pFEM method uses linear fitting for both field variables and derivatives or polynomial least-squares interpolation fitting for the CFD data mapping. In the present configuration, first approach has been found to be sufficient and it requires less computational time. The same RANS solution is used as input for both LNSE methods.

2. Acoustic simulation

The RKDG and pFEM simulations of the acoustic field have been performed on a 2-D computational mesh with 1505 triangular elements (figure 8) and 4\(^\text{th}\)-order interpolating polynomial functions. Although this mesh is not fine enough to resolve the acoustic boundary layer, it is sufficient to model the phenomena governing the interaction between the grazing flow and the acoustics of this case.

In the frequency domain pFEM method, simulations have been carried out for 50 frequencies, equally spaced in the given frequency range, with a frequency step of 36 Hz. In time domain, a pulse excitation is applied at the in- or outlet of the duct and the simulation runs until all energy has left the system. The
results are transformed to the frequency-domain using an FFT-algorithm before further processing. The frequency resolution, determined by the total simulated time, is approximately 15.5 Hz. The kinematic viscosity of air is set to $\nu = 1.46e^{-5} \text{m}^2/\text{s}$. 

The pressure fluctuations are stored at the points required for the different impedance measurement techniques described in section III. For the in-situ impedance measurement method, the pressure fluctuations at the facing sheet and at the bottom of the cavity are required. In order to average out the influence of the hydrodynamic component of the pressure, the facing sheet pressure is recorded at 9 points on a half circle with radius $d/2$ around the orifice and the signals are averaged before further processing. At the bottom of the cavity, the pressure is averaged over 3 points against the bottom wall. 

The impedance eduction methods are based on the determination of the scatter matrix of a duct segment around the orifice. This duct segment corresponds to the part of the duct above the cavity and therefore has a length of 25 mm. The scatter matrix is computed with the technique described in section III, requiring the pressure fluctuations in at least two points in the in- and outlet duct. Like in the experimental two-port characterization, 4 measurement positions are used in each duct in order to cover the full frequency range of interest. These planes are located at a distance $z_i = \pm 0.08\text{m}, \pm 0.15\text{m}, \pm 0.27\text{m}$ and $\pm 0.50\text{m}$ from the center of the perforation. At each of these positions, the pressure is recorded at 8 equally spaced points across the cross section of the channel. The averaged pressure fluctuations at each cross section are used in equation (10) instead of the pressure at one specific point in order to suppress the influence of the decaying cut-off modes.

IV. Discussion of the results

A. Comparison of the numerical techniques

Figure 9 shows the absolute value of the scatter matrix components for different flow velocities obtained from the RKDG simulations and the pFEM simulations. Some discrepancies can be observed between the RKDG and the pFEM results, especially at low grazing flow velocities. The RKDG results have a lower resonance frequency and show a more damped behavior than the pFEM results. Since the mesh, the parameters and the post-processing are identical for both methods, the discrepancies have to be related to inherent differences between the RKDG and the pFEM method and implementation. The main cause is probably the treatment of the viscous terms, which is completely different for both methods: the RKDG method uses a two-step approach, first computing the velocity gradients as independent variables while the pFEM formulation solves the LNSE in one step.

This hypothesis is supported by figure 10, showing the absolute value of the scatter matrix components for a resonator with a slit of 2 mm wide in a quiescent medium. All other parameters are identical to the present case. For this resonator, the discrepancies between the pFEM and RKDG results are significantly smaller. Since only the size of the orifice has been changed with respect to figure 9, the discrepancies are caused by phenomena localized around the orifice. The importance of the viscous effects is determined by the velocity gradients, which are strongest around the orifice. Increasing the orifice width decreases the velocity gradients and hence the influence of the viscosity. Because in this case also the discrepancies between the RKDG and the pFEM results reduce significantly, it is likely that they are caused by the treatment of the viscous terms.
Figure 9. Absolute value of the scatter matrix coefficients for different mean flow Mach numbers, $M = 0$ (black), $M = 0.025$ (cyan), $M = 0.05$ (magenta), $M = 0.075$ (blue), $M = 0.1$ (red): comparison between simulation results of the RKDG (- -) and pFEM (×) methods and experiments (-).

Figure 9 shows that the differences between the two methods decrease for higher grazing flow velocities. This also supports the hypothesis that the differences are related to the viscous terms. Indeed, at higher flow velocities, the losses related to the interaction of the acoustic field with the shear layer over the orifice will dominate the viscous scrubbing losses in and around the orifice.

B. Comparison with experiments

Figure 9 also shows the scatter matrix components determined experimentally. At low flow velocities, the experimental results show a much more damped behavior than the numerical results. This was expected, since the viscous scrubbing losses dominate the damping in the system at these flow velocities and the acoustic boundary layer was not resolved in the simulations. Therefore, the viscous losses are underestimated by the simulations, resulting in less damped behavior of the scatter matrix coefficients.

At higher flow rates, the interaction with the shear layer becomes the dominant mechanism. Since the LNSE are capable of simulating the linear interaction between the acoustic field and the mean flow, the simulated coefficients are much closer to the experimental curves at higher flow velocities. Also, although significant differences between simulations and experiments are observed, it is clear that the correct trend with increasing flow velocity is obtained.

Different factors can explain the differences between the simulations and the experiments, amongst others:

- It was assumed that the flow is fully developed when it enters the acoustic domain. This was however not verified experimentally. Also other factors influencing the mean flow profile, such as turbulence
levels, have not been verified. It is therefore likely that the simulated mean flow does not correspond exactly to the experimental situation.

- The simulations were carried out on a 2.5D slit resonator geometry in a rectangular duct, while the simulations considered a 2D geometry. Although a high aspect ratio was used in the experiments, 3D effects cannot be excluded.

Taking these factors into account, the agreement is deemed satisfactory.

C. Comparison of the impedance measurement techniques

Figure 11 shows the impedance of the resonator, computed from the simulation results with the three methods described in section III. Because of the assumptions of the models used in the impedance eduction techniques, the lumped approach can only provide the impedance at low frequencies and the distributed approach is only valid at high frequencies. For this reason, the curves corresponding to these methods have been arbitrarily limited to 200 Hz - 850 Hz ($kw \leq 0.4$) for the lumped approach and 650 Hz - 1700 Hz ($kw \geq 0.3$) for the distributed approach. The in-situ method is valid over the full frequency range of interest (200 - 1700 Hz).

The same conclusions with respect to the differences between the pFEM and the RKDG results as in section A apply. Consistently with the hypothesis that the cause of the discrepancies is the treatment of the viscous terms, the largest scatter is seen for the resistance results. For the reactance, good agreement between the results of the RKDG and the pFEM simulations is obtained for all impedance measurement techniques, especially at low frequencies. The pFEM simulations however predict a slightly lower reactance over the full frequency range and for all flow velocities.

Comparing the different measurement techniques, no clear trends can be observed regarding the resistance. Furthermore, it was noticed that obtaining the resistance with the in-situ method is a challenging task. A small variation of the measurement position at the facing sheet can result in a completely different resistance curve. This once more confirms the uncertainty regarding the viscous effects in and around the orifice.

The reactance curves obtained with the in-situ technique are much less sensitive with respect to the facing sheet measurement position and the results of the different techniques show some clear trends. The reactance obtained with the lumped approach is systematically higher than the one obtained with the in-situ technique. However, the lumped approach is based on the assumption of local incompressibility. The poor agreement with the other techniques suggests that this assumption is no longer valid in the frequency range of interest.
Figure 11. Resistance (top) and reactance (bottom), obtained with the in-situ method (blue), the lumped impedance eduction (black) and the distributed impedance eduction approach (red) from the simulation results of the RKDG code (–) and the pFEM code (×).

The in-situ technique and the distributed impedance eduction show a reasonable agreement at the lower frequencies, but the agreement deteriorates with increasing frequency. The reactance given by the in-situ technique is systematically lower than the one obtained from the distributed impedance eduction technique. Since the in-situ technique relies on pressure data around the orifice, it is expected that the results of the impedance eduction technique are more reliable.

Although there is significant scatter between the impedance obtained experimentally and numerically with the different methods, they all show the same behavior of the impedance as a function of grazing flow velocity. Figure 12 shows the impedance, educed with the lumped and the distributed approach for different grazing flow velocities. At low grazing flow velocities (up to $M = 0.025$), for both simulation results and experimental data, the difference with the case of a quiescent medium is small and no clear trend can be observed. However, for higher flow velocities ($M = 0.050$ and higher), the resistance significantly increases with increasing Mach number and the reactance slightly decreases, shifting the resonance frequency to higher frequencies. These observations are in agreement with earlier experimental\textsuperscript{9–14} and numerical\textsuperscript{6,21} observations on Helmholtz resonators with various geometries.
V. Conclusion

The goal of this study is to compare two numerical methods implementing the linearized Navier-Stokes equations for the acoustic characterization of a slit resonator under grazing flow: a frequency domain high-order finite element method and a time-domain Runge-Kutta discontinuous Galerkin method. The simulations showed a reasonable agreement, although some remarkable discrepancies were observed. The analysis seems to indicate that the discrepancies are related to the different treatment of the viscous terms of the LNSE in the two implementations.

The simulation results were compared to experimental data, obtained from a dedicated measurement campaign on a slit resonator. It was shown that the simulations predict the correct trends with respect to the grazing flow velocity.

Different impedance measurement techniques were applied to the simulation results. Significant differences between the different techniques could be observed. Especially for the resistance, a large scatter on the results is observed. This can be explained by the discrepancies between the simulation results caused by the treatment of viscosity. The different impedance measurement techniques show reasonable agreement for the reactance, although some systematic differences can be observed. All impedance measurement techniques predict the same trends with respect to the grazing flow velocity, which is confirmed by the experimental results.
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